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Introduction 

The aim of this study was to evaluate the time gain and accuracy of the MIM ProtegeAI 2.0 auto-
segmentation solution (version 7.1.5, MIM software Inc, Cleveland OH, USA). A second objective was 
to assess intra-observer variability and familiarization bias when using auto-segmentation. 

 

Materials and methods 

Twenty-five patients with prostate cancer were included. For each case a planning CT scan (from 
vertebrae L1/2 to 3cm below the ischial tuberosity, 3 mm slice thickness) was performed, followed by 
auto-segmentation using the ProtegeAI Prostate 2.0 model (AI) and manual delineation by a single 
observer (Manual). Femur_L/_R, PenileBulb, Rectum, SeminalVes, Bladder were evaluated; while 
another five AI-generated OARs did not match our institutional template, hence were not evaluated. 
Time of AI delineation scoring (AIscor: major/minor/no correction needed), AI correction (AIcor), total 
AI (=AIscor+AIcor) and manual delineation was measured. Time gain was also calculated per individual 
OAR. Half of the cohort started with AIscor and AIcor followed by Manual, while the other half started 
with Manual, followed by AIscor and AIcor. For both groups Manual and AIcor were compared 
separately to evaluate familiarization bias. For time-gain and bias evaluationt-test at p<0.05 significance 
level were used. Dice Similarity Coefficient (DSC), 95% Hausdorff and median surface distance (HD95, 
MSD) were also determined for AI/AIcor, AI/Manual and AIcor/Manual comparisons. AIcor/Manual 
was used to define intra-observer variability as both contours were considered clinically acceptable.   

Results 

A total of 235 contours were generated by AI (5 min per patient). For 20 patients, AI failed to generate 
Kidney_L/_R. Major, minor or no correction was considered in 14%, 72% and 14% of delineations, 
respectively. Manual took on average 12:25 (min:sec; range:8:21-21:59), AIscor and AIcor  1:55 (r: 
1:21-3:32) and 6:18 (r:2:49-14:14), respectively (figure 1). AI gave up to 13:06 time gain, with an 
average of 4:12 (p<0.001), although for two patients AI took more time than Manual (3:05 and 2:08). 
Per OAR, the average time gain was 0:42 (r:-0.11-1:45). The familiarization bias, observed for Manual 
(p=0.029), was on average 2:25 faster when AI workflow started first, while for AIcor no significant bias 
was observed (p=0.168). Good DSC (>0.8) was observed for AI/AIcor, while HD95 and MSD (figure 2) 
showed larger discrepancy. For Femur (AI and AIcor) vs. Femural Head (Manual) agreement was 
moderate due to difference in intended delineation. Intraobserver (AIcor/Manual) variability was worse 
for DSC and better for HD95 and MSD compared to AI vs. AIcor. 



 

 

Conclusion 

ProtegeAI Prostate 2.0 auto-segmentation provides on average >4 minutes gain per patient while 
requiring only minor corrections. Realistic time gain is likely higher, as AIscor+AIcor prior manual 
delineation significantly reduced manual delineation time. Intraobserver variability remains a substantial 
source of differences, especially based on DSC. 
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Introduction 

Auto‐contouring  with  AI  is  a  recent  solution  instead  of  manual 
contouring.  To  use  it  easily  in  clinic,  a  fully  integration  in  the  TPS  is 
necessary. 

Materials and methods 

In  this  study, we used Contour ProtégéAIᵀᴹ  to compare  it with manual 
contouring.  Two  parameters  were  used:  completion  time  and  Dice 
Coefficient Index [2]. 

Contour ProtégéAIᵀᴹ [1] is fully‐integrated in Eclipse TPS with ESAPI and 
SQL. 

Results 

Figure 1: Box whisker plot showing the Dice coefficient index 

 



 Table 1: Manual  contouring  time  and  correction  time  of  auto‐
segmented contours 

  
Manuel Time

(s) 

Correction AI 

(s) 

Ecart 

(%) 

Case 1  593  350  ‐40,98 

Case 2  636  244  ‐61,6 

Case 3  767  533  ‐30,5 

Case 4  531  288  ‐45,7 

Case 5  651  322  ‐50,5 

 

Conclusion 

The study show positive results. To have adequate conclusion, it is 
necessary to perform a study with more patients. 
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Introduction 

Deep learning image reconstruction (DLIR) methods have been shown to 
preserve the FBP-like image texture at reduced dose levels attained by 
Iterative Reconstruction (IR) [1-4]. This is relevant for repeated CT 
scanning in the context of lung cancer screening. It is unknown however 
whether volume measurements of detected lung nodules on low dose 
DLIR images are comparable with measurements on IR images. In 
addition, the lung nodule’s morphology may change depending on the 
level of dose reduction and reconstruction algorithm used. The study’s 
objective was to assess the value of DLIR compared to IR at different 
dose levels, in terms of lung nodule volumetry and morphology 
perception. 

Materials and methods 

An anthropomorphic chest phantom (Lungman, Kyoto Kagaku) containing 
6 spherical, 6 lobulated and 6 spiculated 3D printed solid nodules 
(volume range 28-392 mm3), was scanned at six dose levels (0.2, 0.4, 
0.8, 1.5, 3, 6 mGy). Images were 1.25 mm reconstructed with ASIR-V 
60% and three levels of DLIR (TrueFidelity Low, Medium, High).  

The volumes of 432 nodules (18 nodules x 6 doses x 4 reconstructions) 
were measured by five experienced chest radiologists in a semi-
automatic fashion. In addition, the nodule’s image quality (IQ) was scored 
on a five-point scale (1=poor, 5=excellent). Readers were blinded for 
dose and reconstruction algorithm.  

Mean percentage error in nodule volume measurements was assessed 
for all reconstructions and dose levels, with respect to the ground truth 
(high dose scan, 11 mGy). A smaller absolute percentage error indicates 
a higher accuracy. Percent IQ score frequency was calculated per 
reconstruction algorithm and dose level. An IQ of 3 was considered 
diagnostic. Subsequently, volume measurements and IQ score were 
stratified per nodule type.  



Results 

In general, mean % errors decreased with increasing dose. On average, 
errors were significantly lower with TrueFidelity (3.6/3.4/3.0% for 
Low/Medium/High) than with ASIR-V (4.1%), for all dose levels (p=0.001). 
With increasing DLIR level, errors decreased for the lower dose range 
(0.2-0.8 mGy), while for higher doses (1.5-6 mGy) values were 
comparable. When stratifying per morphology, the largest error was 
found for lobulated nodules (4.8%), followed by spiculated (3.3%) and 
spherical (2.8%) nodules. 

Overall, IQ was higher for TrueFidelity compared to ASIR-V, with 94% of 
the DLIR cases having an IQ ≥ 3, versus 84% for ASIR-V. Spherical 
nodules had a significant better IQ score compared to lobulated nodules, 
for both reconstructions (p=0.003). When stratifying per dose level, the 
percent frequency of IQ ≥ 3 for ASIR-V/DLIR algorithms was: 0.2 mGy 
26%/70%, 0.4 mGy 80%/94%, 0.8 mGy 96%/100%, 1.5 mGy 
100%/100%, 3.6 mGy 100%/99%, 6.4 mGy 100%/100%. 

Conclusion 

In chest CT, volume measurements with TrueFidelity showed a 
significantly higher accuracy compared to ASIR-V, for all dose levels and 
all nodule types. Lobulated nodules showed the highest absolute error in 
volume measurements. Lung nodule morphology perception performs 
equally or better with TrueFidelity compared to ASIR-V, for all nodule 
types. At very low dose levels (0.2-0.8 mGy) DLIR outperforms ASIR-V, 
while at higher dose levels (≥1.5mGy), DLIR and ASIR-V are comparable 
in terms of nodule perception. 
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